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Abstract

Homogenous Charge Compression Ignition (HCCI) engines hold promise of high fuel efficiency and low emission levels for future green vehicles. But in contrast to gasoline and diesel engines, HCCI engines suffer from lack of having direct means to initiate combustion. A combustion timing controller with robust tracking performance is the key requirement to leverage HCCI application in production vehicles. In this paper, a two-state control-oriented model is developed to predict HCCI combustion timing for a range of engine operation. The experimental validation of the model confirms the accuracy of the model for HCCI control applications. An optimal integral state feedback controller is designed to control the combustion timing by modulating the ratio of two fuels. Optimization methods are used in order to determine the controller’s parameters. The results demonstrate the designed controller can reach optimal combustion timing within about two engine cycles, while showing good robustness to physical disturbances.
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1. INTRODUCTION

Homogenous Charge Compression Ignition (HCCI) is a type of engine with an operation as a combination of both Otto and diesel cycles, since a premixed mixture of air and fuel is inducted into the engine cylinder and is ignited under the high temperature and pressure resulting from the piston compression movement [1].

Homogeneity and dilution of the premixed mixture leads to lower nitrogen oxides emissions and higher thermal efficiency compared to other conventional internal combustion engines. There is no direct means in HCCI to initiate auto ignition and undesirable HCCI combustion timing can lead to high unburned hydrocarbons and carbon monoxide emissions [2]. High sensitivity of this complicated type of combustion to different operational parameters such as intake charge properties [3] makes controlling HCCI combustion timing challenging. The HCCI controller should not only be efficient in tracking the desired trajectories, but also it should be able to reject the physical disturbances like variations of the intake charge properties.

Dual fuel HCCI engines provide an opportunity to control the combustion timing by changing the auto ignition level of the fuel mixture through altering the volume ratio of the two PRFs (Primary Reference Fuels) [2,3,4]. This study centers on a dual fuel HCCI engine working with blends of two PRFs, i.e. iso-Octane with the octane number of 100 (PRF100) and n-Heptane with the octane number of 0 (PRF0). By changing the volume ratio of these two PRFs, the octane number of the whole fuel mixture can be adjusted to control the engine combustion timing.

There have been different strategies for HCCI combustion timing including altering the fueling mixture ratio [4], changing the effective compression ratio by variable valve timing [5], the intake temperature adjustment by fast thermal management [6,7], or altering the amount of the residual gas trapped in the engine cylinder [8,9].

Design of HCCI controllers have been investigated in a number of studies. In most of those studies, controllers are tuned by experimental implementation without any modeling [4, 10] or by system identification methods [7], while in some others, it is a need for accurate mathematical models to dynamically predict the combustion timing [12, 13]. These models are basically, physical models based on the thermodynamic correlations capturing different stages of HCCI cyclic operation. While, keeping a
desirable level of accuracy, simpler models are more applicable in designing efficient model-based controllers.

This study extends a physics-based HCCI model previously published in [14]. A simplified version of the model is obtained and validated with the experimental data. The model is linearized around a nominal operating point, so the resulting model can be utilized for designing linear controllers. A type of state feedback controller, called integral state feedback, is designed, while a state observer is developed in order to estimate immeasurable states. The controller parameters are obtained by optimization methods. The control performance of the designed controller is studied on a physical model from [14]. The results seem promising in tracking the desired combustion timing trajectory. The designed controller is tested against physical disturbances such as the intake temperature, pressure and equivalence ratio variations. The simulation results indicate the controller can retain an HCCI operation in the desired region despite the presence of disturbances.

2. SIMPLIFICATIONS OF THE PHYSICS-BASED HCCI MODEL

In the previous work [14], a full cycle physics-based model with seven inputs was presented to capture the HCCI operation and predicts its combustion timing. The model includes all the stages of HCCI operational cycle including: intake and compression strokes, combustion process, expansion and exhaust strokes. PRF blended fuel and air are mixed together as the premixed air-fuel mixture, this mixture is inducted into the cylinder and its thermodynamic states: temperature and pressure are determined at the intake valve closure (IVC) moment by means of two semi-empirical correlations which are mainly functions of intake temperature and intake pressure, respectively. At the IVC point, the inducted mixture is mixed with the residual gas trapped in the cylinder from the previous cycle. This residual gas has heating and diluting effects on the inducted mixture, according to the related correlations [14]. Studies have shown that compression of the unburned mixture prior to combustion can be approximated with a polytropic relation \( (PV^k = \text{constant}) \) with relatively high accuracy [15], hence, by assuming a polytropic compression stroke, temperature and pressure values are calculated at each moment between the IVC and the start of combustion (SOC) moments. The SOC moment was predicted in the model by exploiting a developed Modified Knock Integral model (MKIM), however, as described in the following, this sub model needs simplification in order to be ready for control design.

2.1. MKIM Simplifications

In the previous work [14], a Modified Knock Integral model (MKIM) was used to predict HCCI combustion timing. This model is more accurate and also practical for on-board HCCI control since, in contrast to other HCCI combustion models such as Shell model [16], Arrhenius Rate Threshold model [17] and Knock Integral model [18], MKIM doesn’t need the instantaneous in cylinder charge properties (temperature, pressure or the fuel-oxygen concentration). Instead, this model requires the charge temperature only at IVC moment, along with other inputs which all are easily measurable such as the fuel equivalence ratio and the fuel octane number for dual fuel HCCI engine.

The Modified Knock integral is shown in Eq. (1), this model has been parameterized in the previous work [14] by using steady state experimental data and a developed thermo kinetic model [19]. The start of combustion is the point at which MKIM integral value equals to unit.

\[
\int_{\theta_{\text{ivc}}}^{\theta_{\text{soc}}} \frac{1}{N} \ d\theta = 1 \tag{1}
\]

Where \( \tau \) is the ignition delay and is obtained by Eq. (2):

\[
\frac{1}{\tau} = \frac{\theta^b}{A \exp \left( \frac{c (P_{\text{ivc}} V_{\text{mix}} V_{\text{c}}^e)^a}{(P_{\text{ivc}} V_{\text{mix}} V_{\text{c}}^e)^a} \right)} \tag{2}
\]

\[
V_c = \frac{V_{\text{ivc}}}{V(\theta)}, \ A = e_1 \ EGR + e_2
\]

\( \theta, N, \ EGR \) and \( P_{\text{ivc}} \) are the fuel equivalence ratio, engine speed in rpm, exhaust gas recirculation fraction and the inducted mixture pressure at the IVC moment in Kilo Pascal (found by the semi-empirical correlation in the previous study [14]).
\( k_c \) is the average polytropic coefficient for the compression between IVC and SOC, while \( V_c \) is the instantaneous ratio of the cylinder volume at IVC and the instantaneous cylinder volume between IVC and SOC. \( T_{(IVC)}_{mix} \) is the mixture temperature at IVC point and after being affected by an amount of the residual gas trapped in cylinder from the previous cycle.

By considering the three dominating parameters including: the auto ignition level, amount of injected fuel in the premixed mixture and the mixture temperature at the IVC moment (after mixing with the residual gas), the MKIM integral can be condensed into a map predicting SOC as a function of the mentioned parameters. This is easier to handle than any explicit analytical expression for MKIM:

\[ \text{SOC}_{k+1} = F\left( (T_{(IVC)}_{mix})_{k+1}, ON_k, \phi_k \right) \quad (3) \]

where, ON is the octane number of the dual fuel mixture and \( k \), is the cycle number subscript.

2. 2. Combustion Duration

In [14], a modified Weib function was parameterized and used in order to predict the combustion duration. As a simplification, in an operating range, the burn duration can be considered constant. The crank angle at which 50% of the fuel is burnt is a robust feedback signal for HCCI combustion control [14]. Due to this simplification, CA50 and the end of the combustion (EOC) can be obtained by Eq.s (4) and (5):

\[
\text{CA50}_{k+1} = \text{SOC}_{k+1} + \frac{1}{2} \Delta \theta_{\text{comb}} \quad (4)
\]

\[
\text{EOC}_{k+1} = \text{SOC}_{k+1} + \Delta \theta_{\text{comb}} \quad (5)
\]

Where \( \Delta \theta_{\text{comb}} \) is the combustion duration.

Eventually, the SOC map turns into a CA50 map (Fig.1). According to the derived maps, by having the mixture temperature at IVC point, fuel equivalence ratio and the fuel mixture octane number, the combustion timing can be predictable.

2. 3. The Role of the Residual Gas in the Dynamic Cyclic Coupling

At the end of each cycle, a fraction of the combustion gases, called residual gas, is trapped in cylinder after the exhaust valve closure (EVC) moment. This residual gas is mixed with the fresh air-fuel charge of the next cycle and has heating and dilution effects on it [14]. This phenomenon dynamically couples each two consecutive engine cycles. Therefore it is important to determine the mass amount and the temperature of the residual gas, since both of these factors are important in determining the next cycle mixture temperature at IVC moment. It is needed to track the stages from SOC to EVC until the required parameters are achieved.

2. 3. 1. Combustion Temperature Increase

In the previous work [14], the engine cylinder was considered as a closed system between SOC and EOC and by considering the first law of thermodynamics, the temperature at the end of the combustion was found. As a simplification, by neglecting the heat transfer to the cylinder wall, the temperature increase due to the combustion process can be obtained by Eq. (6) [15].

\[
\Delta T_{\text{comb},k+1} = \frac{m_{\text{fuel},k} \cdot LHV_{\text{fuel}} \cdot \text{CoC}}{m_{r,k+1} \cdot c_p} \quad (6)
\]

Where \( m_{\text{fuel}} \) is the mass of injected fuel in the premixed mixture and \( m_r \) is the total mass of the combustion mixture. CoC and \( c_p \) are the completeness of combustion coefficient and the specific heat capacity of the mixture, respectively which are both considered as average constant values.
The fuel mixture heating value \( (LHV_{\text{fuel}}) \) can be estimated as a function of the volume percentage, density and the heating value of each of the PRFs \[14\].

The total mass of the combustion mixture consists of the mass of fuel, air and the residual gas, also, the equivalence ratio is the fraction of the actual fuel-air ratio to the stoichiometric fuel-air ratio and finally the residual gas fraction is the ratio of the trapped residual gas to the mass of the total inducted air-fuel mixture.

By considering the mentioned definitions, Eq. (6) turns into Eq. (7):

\[
\Delta T_{\text{comb},k+1} = \frac{LHV_{\text{fuel}} \cdot C_{\text{O}}}{(1 + RGF_k) \left( \frac{AFR_{st}}{\gamma} + 1 \right) C_{v}} \tag{7}
\]

Where \( AFR_{st} \) is the stoichiometric air-fuel ratio, \( RGF \) is the residual gas fraction and \( C_{v} \) is the average heating capacity of the combustion mixture. Hence, the temperature at EOC moment is obtained by Eq. (8):

\[
T_{\text{eoc},k+1} = T_{\text{eoc},k} + \Delta T_{\text{comb},k+1} \tag{8}
\]

The pressure at EOC is obtained by assuming the mass conservation law for the cylinder as a closed system (between SOC and EOC) along with the ideal gas state Eq.s \[14\].

Similar to the compression process, a polytropic expansion can be considered for the expansion of the burned gas, moreover, as a simplification, the exhaust process is considered polytropic, while assuming the exhaust manifold pressure at the atmosphere value, therefore, the temperature at EVC moment or the residual gas temperature, can be obtained by Eq. (9):

\[
T_{RG,k+1} = T_{\text{eoc},k+1} \left( \frac{V_{\text{eoc}}}{V_{\text{eoc},k+1}} \right)^{\frac{1}{\gamma-1}} \tag{9}
\]

The residual gas fraction is defined as the mass ratio of the residual gas to the inducted air-fuel mixture:

\[
RGF_{k+1} = \frac{m_{\text{eoc},k+1}}{m_{\text{init},k+1}} \tag{10}
\]

where, \( RGF \) is the residual gas fraction and \( m_{\text{eoc}} \) is the mass of the trapped residual gas, obtained by the ideal gas Eq. at EVC moment. \( m_{\text{init}} \) is the mass of the initial inducted air-fuel mixture that can be obtained by the ideal gas equation \( P \frac{V}{\gamma M R T} \), at each definite point before EVO (for instance at EOC). Therefore Eq. (10) turns into:

\[
RGF_{k+1} = \frac{P_{\text{man}}}{P_{\text{eoc},k+1} \cdot V_{\text{eoc},k+1} \cdot T_{\text{eoc},k+1} \cdot R_{\text{eoc}}}{P_{\text{RG},k+1} \cdot V_{\text{RG},k+1} \cdot R_{\text{RG}} \cdot C_{v}} \tag{11}
\]

Where \( \bar{R} \) is the gas average constant value.

The obtained residual gas fraction and temperature affect the inducted air-fuel mixture temperature at the subsequent cycle at its IVC moment and hence, the two subsequent cycles are thermally coupled.

3. MODEL STATES AND DISTURBANCES

Combustion timing (CA50) and the temperature increase due to the combustion are considered as the control model states. The combustion temperature increase has importance since it dominates the temperature of the residual gas which affects the next cycle intake charge temperature. On the other hand, the intake charge properties affect the combustion timing and hence, the intake temperature \( T_{\text{man}} \) pressure \( P_{\text{man}} \) and the fuel equivalence ratio are considered as the disturbances.

By stepping through the above mentioned processes, the residual gas fraction and temperature is derived as functions of the model states (CA50 and \( T \)) and therefore link the states of the two consecutive cycles. For two successive cycles: \( k \) and \( k+1 \), the model state space and output equations are achievable:

\[
CA50_{k+1} = F_1(CA50_k, \Delta T_k, ON_k, W_k) \tag{12}
\]

\[
\Delta T_{k+1} = F_2(CA50_k, \Delta T_k, ON_k, W_k) \tag{13}
\]

where, the disturbance vector \( (W) \) is shown in (14):

\[
W_k = [\Phi_k, T_{\text{man},k}, P_{\text{man},k}]^T \tag{14}
\]

4. MODEL VALIDATION

It is necessary to show that the developed simplified control model can predict its combustion timing with a proper level of accuracy. Therefore, this control model should be validated against the transient experimental results for the same control input variation.

As it can be seen in Fig. 2, the model is validated against the experimental results from [14] for a transient octane number input experiment. The
specifications of the engine is shown in Table 1. Furthermore, according to Fig. 2, the control model is compared with the simulation results of the previously introduced physical model [14].

As it can be seen, the nonlinear control model can suitably capture the engine operation under the transient ON input with an uncertainty (standard deviation) of about ± 1.8 CAD with the average error of 1.8 CAD.

5. MODEL LINEARIZATION

The nonlinear state space model is linearized around a nominal operating point and the first term of Taylor series is derived. The engine operational parameters at this point are shown in Table 2.

In order to have a more detailed view of the effects of the parameters on the combustion timing, the operational parameters are defined in form of the normalized deviation from their values at the nominal operating point (15):

$$\tilde{q} = \frac{q - \bar{q}}{\sigma}$$

(15)

where, q can be model states, input, output or the physical disturbances. By substituting these parameters as functions of their normalized deviation forms, the linear state space and output equations are obtained as shown in Eq. (16) and (17):

$$\dot{x}_{k+1} = A \bar{x}_k + B \tilde{u}_k + F \tilde{w}_k$$

(16)
Where and are the normalized state and the normalized disturbance vectors, respectively. Meanwhile, and are the normalized input and output scalars. The matrices that define this operating condition are shown in (18):

\[
\begin{bmatrix}
0.0363 \\
0.0007
\end{bmatrix} \cdot \varepsilon = [1 \ 0] \\
F = [0.022 \\
0.0017 \\
0.0-0.0012]
\]

The values of these matrices’ elements are directly linked to the values of the operational engine parameters at the selected nominal operating point.

6. CONTROL DESIGN

6. 1. Optimal Integral State-Feedback Control

According to the linearized model derived in Section 5, a state feedback controller is considered along with an integral controller in order to compensate any probable steady state error and also non-robustness of the state feedback control. The control design is conducted for non normalized matrices. By adding the integral controller, the model order increases by a unit and the augmented model state space equation is found:

\[
\begin{bmatrix}
X_{k+1} \\
X_k
\end{bmatrix} = \begin{bmatrix}
1 & C \\
0 & A
\end{bmatrix} \begin{bmatrix}
X_{k+1} \\
X_k
\end{bmatrix} + \begin{bmatrix}
0 \\
B
\end{bmatrix} u_k
\]

Where X is the model state vector and is the integral state. The control signal can be obtained by Eq. (20):

\[
u_k = -[K_i \ K] \begin{bmatrix}
X_{k+1} \\
X_k
\end{bmatrix}
\]

where the subscript: “aug”, refers to augmented model.

The values of the control gains directly affect the control performance indices such as control speed and the overshoot or undershoot values [20].

Optimization can be a suitable method to obtain the gains in order to have the most desirable condition for the control performance indices. Hence, linear quadratic optimization (LQ) is used for the augmented model in order to find the optimal control gains. The gains should be chosen in a way that minimizes the performance index in (22).

\[
J_{aug} = \frac{1}{2} \sum_{i=1}^{n} [X_{aug}^T(i) \ Q \ X_{aug}(i) + \ u_{aug}^T(i) \ R \ u_{aug}(i)]
\]

where, the control signal is derived by Eq. (20). The control gain vector (k_{aug}) can be obtained by Eq. (23):

\[
K_{a} = \begin{bmatrix}
R + B_{a} T P B_{a} \\
B_{a} T P A_{a}
\end{bmatrix}
\]

where, Q is a symmetric positive semi-definite matrix and R is a positive definite scalar:

\[
Q = \begin{bmatrix}
Q_{1,1} \\
0
\end{bmatrix}
\]

where, Q is a symmetric positive semi-definite matrix and R is a positive definite scalar:

\[
Q = \begin{bmatrix}
Q_{1,1} \\
0
\end{bmatrix}
\]

Weighting matrices Q and R highly affect the values of the control gains and hence, the performance of the controller. Finding the optimal values for these weighting matrices can be the solution to satisfy the control criteria.

6. 2. GA Optimal Determination of the State Feedback Weighting Matrices

There have been different methods including optimal methods [21] and non-optimal trial and error for selecting the state feedback weighting matrices. In each nontrivial engineering problem with a number of objectives, one of the efficient ways to find the best solutions is using multi
objective methods. In this study, this method can be exploited in order to find the solutions convincing all the control performance indices, relatively.

Multi objective genetic algorithm is an evolutionary optimization algorithm [22] which has been used for finding the optimal solutions in order to minimize or maximize multi objective functions. An important advantage of this algorithm is that instead of finding a particular solution to a single objective which can result in undesirable consequences in relation to other objectives, a set of solutions is obtained. Each of these solutions satisfies all the objectives at an acceptable level without any domination by any other solution.

In this paper, a method called NSGA II [23], is used to find the optimal solutions. This method is a pareto based method. Pareto optimal solution is the solution that is not dominated by any other solution in the solution space. The corresponding objective functions to these solutions are called: “pareto front”.

Three distinguished control indices are chosen as the objective functions: Maximum Overshoot (MOS) as the maximum deviation from the steady state output value, settling time (ST) as the first time at which the output CA50 reaches the range of 5% around the steady state value and finally, rise time, (RT) as the first time at which the controlled plant CA50 reaches the desired steady state value.

Since simulating the control structure model (including the plant and controller) is too time-consuming, an artificial neural network is designed to be trained for efficient prediction of the control performance criteria in response to the given values of the weighting matrices. The developed neural network has two hidden layers, each of which has 20 nodes. The input layer has two nodes ($Q_{1,1}$ and $R$) and the control performance indices constitute the three output nodes. The structure of this neural network is shown in Fig. 3.

The model is simulated for a wide range of $Q_{1,1}$ and $R$ variations from 0.02 to 10 and from 0.02 to 2, respectively. 50% of the simulation results are used for training the neural network, while the rest of the data are used for testing and validating the neural network performance (Fig. 4).

According to the validation results, the developed neural network seems to be promising in predicting the
control performance as a function of the controller weighting matrices. This neural network is coupled with multi objective genetic algorithm method in order to find the pareto optimal-set [22]. The corresponding objective functions or pareto fronts (control performance indices) are found. These pareto fronts give an interesting flexibility to designers to put an emphasis on one or two particular objectives and select their desirable solution among the pareto optimal-set. According to the obtained optimal-set, the desired weighting matrices are selected that are shown in (26).

\[
Q = \begin{bmatrix}
2.0932 & 0 \\
0 & 0
\end{bmatrix}, R= 0.0442
\] (26)

The linear quadratic optimization is implemented on the augmented model (Eq. (22) to (24)) which leads to the following control gains:

\[
K_I = 2.6159 \quad K = [2.5457 \quad -0.0092]
\] (27)

6. 3. State Observer Design

Since at least one of our states is not easily measurable, it is needed to design and use a state observer to estimate the states [20]. The observer equations are shown in Eq. (28) and (29).

\[
\dot{\hat{X}}_{k+1} = A \hat{X}_k + Bu_k + l (y_k - \hat{y}_k) + FW_k
\] (28)

\[
\hat{y}_k = C \hat{X}_k
\] (29)

Where \( \hat{X} \) and \( \hat{y} \) are the observed state vector and output, respectively and \( l \) is the Luenberger gain vector.

7. RESULTS AND DISCUSSION

7. 1. Controller Tracking Performance

The performance of the designed optimal integral state feedback controller is investigated by implementation on the more complex physical model from [14] (Fig. 5). Also, the values of the tracking performance indices are shown in Table 3. The performance of the state observer during this transient operation is shown in Fig. 6.

As can be seen, not only the trends of variations are the same for both the simulated and estimated states, but also there is a suitable accuracy in this estimation with an average error of about 6 Kelvin degrees for the temperature increase estimation.

---

Table 3. Control performance for tracking from CA50= 5 to 7 CADaTDC

<table>
<thead>
<tr>
<th>Control Performance Index</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rise Time</td>
<td>3</td>
<td>engine cycle</td>
</tr>
<tr>
<td>Settling Time</td>
<td>2</td>
<td>engine cycle</td>
</tr>
<tr>
<td>Maximum Overshoot</td>
<td>4</td>
<td>percentage</td>
</tr>
<tr>
<td>Steady-state Error</td>
<td>0</td>
<td>percentage</td>
</tr>
</tbody>
</table>
7.2. Robustness to the Variations of the Intake Charge Properties

HCCI combustion is sensitive to some physical parameters specially intake charge characteristics [2,3] including the intake temperature, pressure and the equivalence ratio in the premixed inducted mixture. So, it is important for an efficient HCCI controller to keep the engine stability under such sort of physical disturbances. In Fig. 7-9, the robustness of the controller is studied under the variations of the equivalence ratio and the intake pressure (load disturbances) and the intake temperature, respectively.

As can be seen, the designed controller can

![Graph 7: Rejecting the external disturbance of equivalence ratio](https://example.com/graph7)

![Graph 8: Rejecting the external disturbance of the intake pressure](https://example.com/graph8)
effectively reject the physical disturbances and keep
the engine combustion timing (CA50) in its desirable
range, which is between 5 to 8 CAD aTDC due to low
level of cyclic variation [24].

For the equivalence ratio variation, while the CA50
of the open loop model is deviated by about 20%, the
controller keeps the closed loop output in the region
around 10% of the desired steady value. Reaching the
steady value needs a time period of 4 cycles. For the
intake pressure disturbance, the 25% deviation of the
open loop model is compensated to 10% and a period
of 3 cycles is needed to make the error vanish. Finally,
for the intake temperature variation, the controller
compensates the 25% deviation of the open loop
response to only 6% and makes the model reach the
desired steady CA50 value within 5 cycles.

8. CONCLUSION

A simplified model for control of HCCI combustion timing was introduced. The model was
validated against both experimental data and results from a detailed physics-based HCCI model. The states
and disturbances were chosen in a way to widely
include the main influential factors affecting HCCI
combustion timing. An optimal integral state feedback
combustion timing controller was designed to track
the desired combustion timing by adjusting the fueling
mixture ratio. Apart from suitable tracking
performance, the controller exhibited desirable
disturbance rejection characteristic under variation of
the external physical intake disturbances such as the
fuel equivalence ratio, temperature and pressure. The
controller has kept the engine operation in its desired
range and rejected the disturbances with relatively
high speed with an order of 3 to 4 cycles.
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List of Symbols

\(\bar{C}_v\) = average constant volume specific heating capacity \(\left(\frac{\text{kJ}}{\text{kg}}\right)\)
CA50 = crank angle for 50% burnt fuel (CAD aTDC)
CADaBDC = crank angle degree after bottom dead centre
CADaTDC = crank angle degree after top dead centre
\(\bar{\eta}_C\) = average completeness of combustion
\(\Delta T\) = temperature increase due to the combustion process (K)
EGR = exhaust gas recirculation
EOC = end of combustion (CAD aTDC)
GA = genetic algorithm
LHV = lower heating value \(\left(\frac{kW}{kg}\right)\)
NN = neural network
RGF = residual gas fraction
SOC = start of combustion (CAD aTDC)

Subscripts

aug = augmented
eoc = end of combustion
evc = exhaust valve closure
ivc = intake valve closure
man = manifold
mix = mixture
RG = residual gas
soc = start of combustion